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Stimulus Features in Signal Detection 

A•. Aa•J•ADA, JR. 

University of California, Irvine, California 92664 

JOHN LOVELL 

University of California, Los Angeles, California 90024 

Short bursts of computer-generated Gaussian noise were rated by observers for the presence or absence of a 
500-Hz signal tone burst. A multiple regression analysis found for each observer the linear combination of the 
energies in narrow bands around the tone frequency that best predicts his total ratings. The estimates of the 
regression coefficients provide graphs of the "frequency responses" of the observers. Most of the reliable 
variance in the total ratings was accounted for by the regression analysis in terms of energy in narrow bands. 
Differences among observers are explained in terms of differential weighting by observers of features labeled 
"tone presence," "pitch," and "loudness." 

INTRODUCTION 

Many researchers have been concerned with the 
measures or features of the auditory stimulus that a 
human observer uses to detect the presence or absence 
of a signal tone masked by Gaussian noise. Jeffress 
(1968), for example, has shown that a wide range of 
experimental detection results can be explained if it is 
assumed that the relevant stimulus feature is the 

integrated energy or amplitude passed by a bandpass 
filter centered at the signal tone frequency. The fre- 
quency response of this hypothetical filter has been 
measured by Greenberg and Larking (1968). The ex- 
periments reported here can be regarded as attempts to 
replicate their measurements. 

Greenberg and Larkin used occasional probe signals 
differing in frequency from the usual signal tone. They 
plotted the percentage of detection responses to these 
probe signals as a function of their frequency to obtain 
"frequency response" functions for their observers. 
When the filter model assumptions are made, these 
"frequency response" functions can be transformed into 
filter response functions, if psychometric functions relat- 
ing signal amplitude to percentage of correct responses 
are provided, as Greenberg (1969) did in a later paper. 
The probe signals can be regarded as a means of in- 
troducing known amplitude variations into the masking 
noise at different frequencies so that the result of ampli- 
tude variations at different frequencies can be assessed. 

If computer-generated reproducible masking noise is 
used (Pfaffiin and Mathews, 1966), amplitude varia- 
tions in the noise at different frequencies can be meas- 
ured and their effects on the observer's responses 
assessed. 

To simplify the measurement of amplitude variations 
at different frequencies, we used bursts of Gaussian 
noise constructed by adding together n orthogonal 
gated sine waves having independent Rayleigh-distri- 
buted amplitudes, A•, with amplitude parameter a 
defined so that a •' is the average value of A?. On trials 
when only the masking noise is presented to the ob- 
server (N trials), the voltage V•(t) applied to the ob- 
server's earphones may be represented as 

V•(t) = • A•sin(2•-f•tq-q•), 0<t< T, (1) 
i•-0 

--0, elsewhere. 

The q• are independent uniform random variables on 
the interval (0,2r). The orthogonality of the sine com- 
ponents is ensured by having the f• be integral multiples 
of 1IT. 

On signal trials (SN trials), the stimulus waveform 
is augmented by a sinusoid of constant amplitude s, 
frequency fj, and zero phase angle, so that 

Vs•(t) = VN(t)q-s sin2rfjt, 0<t< T, 
=0, elsewhere. (2) 
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The signal tone frequency fj is the same as the most 
central component of the noise so that the SN stimuli 
could equally well be described as the same as the N 
stimuli, except that on SN trials the distribution of Aj 
is a times a noncentral chi variable with 2 degrees of 
freedom (df) and noncentrality parameter r/ equal to 
the signal-to-noise ratio, 

rt=s•'/a •'. (3) 

This latter interpretation of the A i's as including the 
effect of the signal on SN trials is assumed in the rest 
of the paper, although Eq. 2 was actually used to con- 
struct the stimuli. 

We assess the relative contributions of the amplitudes 
of different frequency components by finding the linear 
combination of squared amplitudes that best predicts 
the observer's average rating responses Ri to all m 
stimuli. A multiple regression analysis finds coefficients 
c• and intercept constant b, which minimizes the total 
squared error of prediction, 

P= Y'. [-Rk--(Y'.c•Aik•'q-b)-I •'. (4) 

If the observer based his ratings on the energy passed 
by a single linear filter, the cds would provide estimates 
proportional to the energy spectrum of the filter's 
response, and hence would have to be all of the same 
sign. We do not place this restriction on the cds, allowing 
for the possibility that increased energy at different 
frequencies might have opposite effects. 

Results from two experiments are presented. The 
first experiment has been reported previously (Ahumada 
and Lovell, 1969), but the data were analyzed in a less 
informative way. The second experiment included more 
stimuli so that finer frequency resolution was possible. 

I. METHOD 

A. Experiment I 

The observers were 10 students and young faculty 
at the University of California, Los Angeles, or the 
University of California, Irvine. The observer was 
asked to make a rating response of 1, 2, 3, or 4 to each 
stimulus burst. A response of 4 was to indicate a signal 
tone certainly present, 3 to indicate the signal tone 
probably present, 2 to indicate the tone probably not 
present, and 1 to indicate the tone certainly not present. 

The stimuli were generated using a version of the 
Bell Telephone Laboratories Music IV program. The 
noise bursts consisted of 32 components spaced 10 Hz 
apart from 350 to 660 Hz. The signal tone frequency was 
500 Hz, the same as the 16th noise component. Signal 
tone and noise-burst durations were 0.1 seconds. The 

values of s and a were chosen so that s•'/a•'=E/No 
= 15.125. Fifty stimuli were constructed, 25 of which 
had signal tones. The computer program generated 
eight random sequences of these 50 stimuli separated 

by 3 sec of silent response time. In addition, every block 
of 10 stimuli was preceded by a signal tone without noise 
as an aid to the observer. 

The stimuli were converted to analog form by a 
12-bit sample-and-hold digital-to-analog converter at 
a sampling rate of 10 kHz. The converted stimuli were 
bandpass filtered from 120 to 3000 Hz and then recorded 
on magnetic tape by an Ampex PR-10 at 7« in./sec. 

Each of the eight sequences was presented four times 
to each observer and the total rating responses for each 
of the 50 stimuli were computed for each observer. 
The sound-pressure level (SPL) of the stimuli at the 
binaural earphones was 90 dB. Observers AA, KM, and 
ML listened to the stimuli through TDH 39 earphones 
from an Ampex AG-500 tape recorder. The rest listened 
through PDR 600 earphones from a Tandberg 74 tape 
recorder. 

B. Experiment II 

Seven observers were each presented 16 sequences 
of 200 stimuli, of which 100 contained signal tones. The 
stimuli had 31 components from 350 to 650 Hz and were 
generated by an assembly language program on a small 
computer (Varian 620 I). All stimuli were recorded on 
an Ampex AG-500 tape recorder and played back by 
the same recorder into TDH 39 earphones. All other 
details were as in Expt. I. 

II. RESULTS 

For each observer, the rating responses were totaled 
over the 32 or 16 presentations of the stimulus. If each 
rating response can be assumed to consist of a com- 
ponent dependent on the stimulus waveform plus com- 
ponents that vary from trial to trial (e.g., tape record- 
ing variations, sensory system fluctuations, response 
criterion variations, etc.), summing the ratings over 
presentations of the same waveform should form a total 
rating whose variations over stimuli are more related 
to the stimulus waveform than are any of the individual 

TABLV. I. Data for 10 observers in Expt. I. The proportion of 
correct stimulus classifications by rating response totals is repre- 
sented by Pc; the corresponding detectability index, d•=2z(Pc); 
the square of the multiple correlation coefficient predicting rating 
responses from component amplitudes, R•'; and squared multiple 
correlation coefficients for predicting response totals on SN and 
N trials separately, RSN •' and RN •-. 

Observer P• d• R •' RSN •' RN •' 

KM 0.96 3.50 0.79 0.26 0.23 
HS 0.92 2.81 0.82 0.61 0.29 
DN 0.92 2.81 0.85 0.69 0.25 
JD 0.92 2.81 0.90 0.84 0.72 
AA 0.88 2.35 0.82 0.69 0.22 
ML 0.80 1.68 0.72 0.65 0.53 
JL 0.80 1.68 0.72 0.59 0.66 
CD 0.80 1.68 0.68 0.50 0.67 
JB 0.80 1.68 0.58 0.33 0.51 
IL 0.68 0.94 0.60 0.38 0.69 
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ratings. The ability of the observers' response totals to 
separate the stimuli having signals (SN) from those 
having noise alone (N) is shown in Tables I and II. 
The percentage correct Pc and the detectability index 
d8 are based upon locating a criterion response total for 
each observer such that the number of N stimuli having 
totals above the criterion equals the number of SN 
stimuli having response totals below the criterion. For 
example, in Expt. I, 24 of KM's response totals to the 
25 SN stimuli were greater than 81, and 24 of the 25 N 
stimuli were given total ratings less than 81. Thus KM 
has Pc=24/25=0.96 and ds=2z(0.96)=3.5, where 
z(p) is the inverse of the cumulative (standard) normal 
distribution function. 

Least-squares estimates of the ci were obtained for 
each observer from a multiple regression program 
(Cooley and Lohnes, 1962) with the response totals 
entered as the criterion variable and the values of A?' 
for each stimulus entered as the predictor variables. 
These estimates are graphed in arbitrary units in Figs. 
and 2. The accuracy of the estimates increases with the 
the predictor variables and it increases with the number 
of stimuli, but it decreases with the number of com- 
ponents which are used as predictors. When all 32 or 31 
components were used as predictors, the estimates of 
the c• were too variable to see a frequency response 
curve. To stabilize the estimates of the c•, the predictors 
are five sums of five adjacent A? in Expt. I and nine 
sums of three adjacent A? in Expt. II. Adding 
values in groups of five or three is equivalent to finding 
the least-squares estimates of the c• given the constraint 
that all c• within a group must be the same. These 
graphs directly show the relative size and direction of 
the effect of increased energy in each frequency region 
upon the response totals. 

Although some of the coefficient curves are flat or 
resemble simple high-pass filter response curves, most 
of the observers show a definite peaked response near 
the signal tone frequency. Also, most of the curves are 
definitely asymmetrical. The majority have high- 

TABLE II. Data for 7 observers in Expt. II. The proportion of 
correct stimulus classifications by rating response totals is given 
as Pc; the corresponding detectability index, ds=2z(Pc); the 
square of the multiple correlation coefficient for predicting rating 
response totals from component squared amplitudes, R•'; the 
square of the multiple correlation coefficient for predicting rating 
response totals from the three features of Fig. 5, R?; the predict- 
able variance in the response totals, V•; r•.; and squared multiple 
correlation coefficients for predicting response totals on SN and N 
trials separately, Rs• • and R• •. 

Observer 

cc 
cv 
AA 

JH 
CH 
MS 
TC 

P, d8 R • R? V• r•2 Rss • R• • 

0.950 3.29 0.85 0.83 0.96 0.93 0.58 0.41 
0.900 2.56 0.8! 0.80 0.94 0.88 0.51 0.47 
0.895 2.5! 0.86 0.85 0.97 0.94 0.63 0.53 
0.860 2.16 0.79 0.72 0.95 0.91 0.65 0.47 
0.774 1.50 0.52 0.51 0.76 0.61 0.32 0.37 
0.652 0.78 0.45 0.43 0.60 0.43 0.30 0.42 
0.585 0.43 0.08 0.04 0.78 0.62 0.16 0.09 

KM AA 

HS 

• JD 

ML 

= ALL 5O 

STIMULI' 

JL JB 

CD IL 

•;o •;o •o'o •o •;o •o •o •o•o •;o •o •;o ,;o •o•o ,•o 
NOISE-COMPONENT FREQUENCY (H; z) 

Fro. 1. Linear regression coefficients (ci) for predicting ob- 
server rating response totals from five sums of five adjacent 
component squared amplitudes (A?) in Expt. I. 

frequency coefficients higher than the lower-frequency 
coefficients, but two observers show the opposite asym- 
merry (AA and JH in Fig. 2). Four observers (HS and 

cc 

ALL 200 
STIMULI 

Iiiiiii1! 

CV CH 

J 

,• •t• [Jllll• 

t•l,tL, 

TC 

/ - ,,...- 

• Illl[tlfl 380440500560 0 380440500560620 

STIMULUS-COMPONENT FREOUENCY (HZ) 

FIG. 2. Linear regression coefficients (ci) for predicting ob- 
server rating response totals from nine sums of three adjacent 
component squared amplitudes (Ai •) in Expt. II. 
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KM AA 

I I [ I I I I I I 

400 450 500 550 6•)0 

ML 

I I I I I 

dL 

//,o 

• , I I 

Co 

,,6o •io •M •io t6o 

JB 

IL 

40 •io •o•o •io • 
NOISE-COMPONENT FREQUENCY (HE) 

FIG. 3. Linear regression coefficients, as in Fig. 1, computed 
separately for SN and N trials. 

DN in Fig. 1 and CV and JH in Fig. 2) have definitely 
negative coefficients. 

The adequacy of the linear prediction of the response 
totals by the A ?' is shown in Tables I and II. The values 
labeled R •' give the multiple correlation coefficient 
squared, the proportion of the response total variance 
that is perfectly predicted by the estimated linear com- 
bination of the A?. Values of R smust be greater than 
0.22 (Expt. I) and 0.08 (Expt. II) to be significantly 
different from zero at the 0.05 level. Table II also con- 

tains split-half correlations, r12, between the response 
totals from alternate tape presentations in Expt. II. 
If the split-half correlation can be assumed to reflect 
the correlation of two quantities each having the same 
predictable part but each having independent random 
parts, the predictable proportion of the variance of the 
response total, Vp, is given by 

V• = 1'12/[1'12"]-21-( l --•'12)]- (5) 

Table II gives values of Vp for each observer in Expt. II. 
If these values are compared with the values of R •' 
for each observer, it can be seen that most of the pre- 
dictable variance in the observer's response can be 
accounted for by the linear combination of the A/s 
plotted in Fig. 2. 

As a further check on the validity of Eq. 4 for predict- 
ing response totals, regression analyses were done 
separately for the SN stimuli and the N stimuli. If our 
regression model were'_adequate, estimates of c• for the 

two cases should be the same, except for possible scale 
factor differences arising in the category scaling process. 
These estimates appear in Figs. 3 and 4, and they suggest 
that most observers are not adequately described by 
the model. For these observers, it appears that A? of 
components further from the signal tone frequency are 
given more positive weight on N trials than they are 
given on SN trials. In many cases (AA, ML, JL, and 
JD in Fig. 3 and CC and CH in Fig. 4), the lower coef- 
ficients away from the tone frequency on SN trials are 
actually negative. The proportion of response variation 
that these linear combinations account for is shown in 

the columns labeled Rsn"and Rn"in Tables I and II. 
These proportions must be greater than 0.42 (Expt. I) 
or 0.17 (Expt. II) to be significantly greater than zero 
at the 0.05 level. In Expt. I, four of the Rn •' values do 
not reach this level of significance, which means that 
corresponding individual estimates of cg values are not 
reliably different from zero. The fact that R•"is almost 
always smaller than Rs• •' should not necessarily be 
interpreted as showing that the observers are using a 
measure more consistent with the model on SN trials. 

The addition of the signal increases the variability of 
the model's stimulus measure, and the observers used 
more response categories for the SN stimuli, so that 
Rs• •' should be greater than R• 2 if the only stimulus 
measure used by the observer were a linear combination 
of the component energies. 

The shape of the N curves in Figs. 3 and 4 are 
especially interesting in that they represent the con- 
tribution of the different stimulus components ot the 
observers' response totals at the lowest possible signal 
level. The SN curves and the pooled curves show the 
contribution of grouped components in the presence of 
a grouped signal component, which has about four to 
six times as much energy as the other components. 

III. AN EXPLANATORY MODEL 

The variety of curves for different observers could 
arise if there are several features of the stimulus that 

observers could weight differently. The following three 
features seem adequate to explain the variability 
among observers: (a) tone presence, (b) pitch, and (c) 
loudness. Plots of coefficients c•, which correspond to 
detectors for these features in the context of the re- 

gression model, appear in Fig. 5. It is evident by in- 
spection that most of the apparently reliable features 
of the observers' c• curves can be represented by linear 
combinations of these three orthogonal feature curves. 
The pitch and loudness curves allow a straight line of 
any slope and intercept to be fit to the curves, and the 
tone-presence curve allows the fitting of the peak that 
usually appears near the signal tone frequency. 

The ability of the three features to account for the 
amplitude coefficient curves was assessed by a multiple 
regression analysis using the three features as predictor 
variables and the response totals as the criterion vari- 
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able. The value for each feature was computed as a 
linear combination of A ?, using the coefficients plotted 
in Fig. 5. Multiple correlation coefficients, R?, for these 
feature predictions are shown in Table II for the ob- 
servers in Expt. II. They are mathematically con- 
strained to be smaller than the over-all R •, but the three 
features account for almost as much of the response 
total variance. A broader and a narrower tone-presence 
detector were tried, but did not predict as well as the 
one presented. 

The feature curves are of course idealized and some- 

what arbitrary. The problem of extracting features from 
data of this sort is similar to the factor analysis problem 
of identifying basic personality or intelligence features 
from the scores on a test (Harmon, 1960). The intuitive 
method we used is analogous to a "simple structure" 
criterion in that features were chosen so that some ob- 

servers' curves could be explained in terms of only one 
or two features. Observer reports also played a role in 
the feature selection. Observers AA and JH, for 
instance, reported that SN trials appeared to be lower 
in pitch, while other observers generally reported the 
opposite in informal postexperiment questioning. 

Differences between SN and N trials could appear if 
the combining rule for the features were nonlinear. A 
rule that observers might have followed is to ignore the 
loudness feature unless the other features have low 

outputs. A rule of this sort would lead to loudness 
having less effect on the SN trials when the tone- 
presence feature is more likely to have a high output and 
would result in lower SN coefficients. 

cc 

i i i i i i i I I 

• I00 SN TRIAL• 

o----..o I00 N TRIALS 

• CV CH 

,•0 ,•- 
(y. I I I I I I I [ I I I 1 

m AA MS "• 

"0 

o 
• , , , , J , , i • , , , , J • • ,, 
z 
o 

m JH TC 

3• 440 500 5•0 380 440 500 560 620 
STIMOLUS-COMPoNENT FREQUENCY (H•) 

Fro. 4. Linear regression coefficients, as in Fig. 2, computed 
separately for SN and N trials. 

Fro. 5. Hypothetical linear 
regression coefficients that 
form feature detectors for 

(a) tone presence, (b) pitch, 
and (c) loudness. 

a) 

b) 

z 
o 

• c) 
LLJ • I I I I J I I I I 
rr ., 380 440 500 560 620 
n.- NOISE-COMPONENT FREQUENCY (HZ) 

IV. DISCUSSION 

Our experimental results generally confirm those ob- 
tained by the Greenberg and Larkin (1968) probe 
stimulus method. Relatively narrow peaks occur in 
"frequency-response" curves obtained by both methods. 
These more direct measurements support those who 
have inferred relatively narrow critical bands (Fletcher, 
1953; Schafer, Gales, Shewmaker, and Thompson, 1950; 
Swets, Green, and Tanner, 1962; and Jeffress, 1968) as 
opposed to those who have inferred wide bands (de- 
Boer, 1962; van den Brink, 1964; Green and Swets, 
1966) in tone detection experiments. 

The observer's frequency selectivity may be some- 
what sharper than our curves suggest, since, as Henning 
(1967) suggested, the observer may center his "filter" 
at different frequencies on different trials. If the filter 
is "captured" by the tone when it is distinct enough, 
Henning's variable filter model is the same as the filter 
bank model (Ahumada, 1967), which assumes that the 
observer simultaneously monitors several filters and 
uses the largest output from the bank to decide upon 
a response. This model predicts that the N curves will be 
wider and flatter than the SN curves, as most of them 
are in Figs. 3 and 4. For the filter bank model, the SN 
curves should approximate the filter response, while the 
N curves, as well as Greenberg and Larkin's probe 
stimulus curves, should indicate the range of the filter 
bank. We tried estimating the best fitting filter and 
bank width for the data in Expt. I, but the results were 
not encouraging. Narrow filters and narrow banks best 
fit the SN data, while wide filters and wide banks best 
fit the N data. 

Some of the Greenberg and Larkin curves appear to 
dip below 50%, indicating that increased energy of 
these frequencies causes the observer to guess that a 
signal was not presented. Our corresponding result that 
regression coefficients for some frequencies are negative 
rejects a simple filter model and requires at least posi- 
tive and negative combinations of the detector outputs 
of two or more filters. Carterette, Friedman, and Layell 
(1969) discuss models that provide the excitatory and 
inhibitory combinations of filter outputs necessary to 
construct our feature detectors. 
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At another level of explanation, the negative coef- 
ficients can be regarded as showing that observers are 
using the pattern of spectral energy rather than the 
absolute level of energy in a particular region. Leshowitz 
(1971) has shown this to be the case when observers are 
discriminating single from double clicks. In this regard 
the gated noise detection situation is probably more 
similar to click and pulse discrimination experiments 
than to continuous-noise detection experiments, where 
an amplitude reference level is continually available. 
An analysis of the sequential effects in gated noise 
detection experiments suggests that observers base their 
response more on a comparison of the current stimulus 
with the previous stimulus than they do in the con- 
tinuous noise situation (Sandusky and Ahumada, 1971). 

Asymmetric "frequency-response" curves were re- 
ported by Greenberg (1969). Most of his observers were 
similar to most of ours in that high-frequency probe 
tones were responded to more like the signal frequency 
tones. Were it not for our two observers showing the 

opposite asymmetry, our effects could have been ex- 
plained as low-frequency insensitivity. The ability of 
observers to react as high-pass and low-pass detectors 
calls into question the interpretation of bandlimiting 
experiments where cutoffs are varied on one side to 
measure the observers' critical bandwidth (Bourbon, 
Evans, and Deatherage, 1968). 

The large percentage of the response total variation, 
which is predicted by the amplitude spectrum of the 
signals, suggests that there is little left for the phase 
structure to predict. Patterson, Ronken, and Green 
(1969) have demonstrated that pulses having identical 
power spectra are discriminable, but the nature of the 
features that observers use to discriminate them and the 

possible role of these features in masking experiments 
has yet to be studied in detail. 
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